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ABSTRACT

Background. Software defect prediction has been one of the central topics of software engineering. Predicted defect counts have been used mainly to assess software quality and estimate the defect correction effort (DCE). However, in many cases these defect counts are not good indicators for DCE. Therefore, in this study DCE has been modeled from a different perspective. Defects originating from various development phases have different impact on the overall DCE, especially defects shifting from one phase to another. To reduce the DCE of a software product it is important to assess every development phase along with its specific characteristics and focus on the shift of defects over phases.

Aims. The aim of this paper is to build a model for effort prediction at different development stages. Our model is mainly focused on a dynamic DCE changing from one development phase to another. It reflects the increasing cost of correcting defects which are introduced in early, but found in later development phases.

Research Method. The modeling technique used in this study is a Bayesian network which, among many others, has three important capabilities: reflecting causal relationships, combining expert knowledge with empirical data and incorporating uncertainty. The procedure of model development contains a set of iterations including the following steps: problem analysis, data analysis, model enhancement with simulation runs and model validation.

Results. The developed Defect Cost Flow Model (DCFM) reflects the widely used V-model, an international standard for developing information technology systems. It has been pre-calibrated with empirical data from past projects developed at Robert Bosch GmbH. The analysis of evaluation scenarios confirms that DCFM correctly incorporates known qualitative and quantitative relationships. Because of its causal structure it can be used intuitively by end-users.

Conclusion. Typical cost benefit optimization strategies regarding the optimal effort spent on quality measures tend to optimize locally, e.g. every development phase is optimized separately in its own domain. In contrast to that, the DCFM demonstrates that even cost intensive quality measures pay off when the overall DCE of specific features is considered.

Categories and Subject Descriptors
D.2.9 [Software Engineering]: Management; G.3 [Probability and statistics] – Probabilistic algorithms (including Monte Carlo); H.4.2 [Information Systems Applications]: Types of Systems – Decision Support (e.g., MIS); I.6.0 [Simulation and Modeling]: General

General Terms
Experimentation, Management, Measurement, Performance

Keywords
Bayesian network, correction effort, decision support, defect flow, process modeling, software process

1. INTRODUCTION

For the next years, experts estimate the global readmission rate for cars to be over 70,000,000 per year [38]. At the same time, the European Commission requests a reduction of traffic deaths by 50% in the same period. 70% of future innovation will be based on software. Therefore, with the increasing number of cars, software becomes more and more important. Coming along with this, in recent years 50% of all vehicle recalls were software related.

One major challenge in the development of large scale software products for the automotive industry is to optimize quality assurance (QA) over product costs to develop high quality products at low in-field defect rates and still at low costs. Short development life cycles stand in contrast to long product life cycles, a fact which confirms the demand for failsafe innovative products.
In an earlier study we proposed the Software Process Model (SPM) [27] to describe the influence of changes on a software product regarding the potential defect correction effort (DCE) remaining after development. SPM defines a defect cost factor (DCF) representing the error-proneness for a specific feature of the software product. SPM’s main purpose is the estimation of DCE based on multiple change characteristics of a specific software release with focus on changes since this is the only way of bringing defects into the software product.

We recognized a different impact on the overall DCE for defects originating from other development phases than they were detected in, compared to defects detected in the same development phases in which they were made. Therefore, to reduce the DCE of the software product, we assess every development phase along with its specific DCE characteristic and focus on the shift of defects through development phases.

We realized these ideas in the completely new Defect Cost Flow Model (DCFM) which is the main contribution of this paper. The main aim of the DCFM is the identification of process areas where optimization leads to lowest defect rates and lowest cost. The idea of a defect flow model (DFM) had already been established before DCFM but with a different focus. The DCFM enables to estimate the DCE based on key performance indicators (KPIs) representing product, process and project specifics. With the DCFM it is possible to assess effort spent on defect correction in comparison to effort spent on development throughout every phase of the development process. Besides this, the DCFM focuses on a single high level function of the software product.

Formally, the DCFM is a Bayesian Network (BN) which incorporates both process data as well as expert knowledge within a single model. The DCFM reflects a real engineering process for the development of embedded applications in the automotive industry. Historical and current process data as well as expert knowledge have been used for model calibration.

The following section gives background information on the DCFM, about the domain where it has been developed, about underlying concepts as well as the technologies used for its development. The background section is followed by the research method. It describes the procedure model we used for DCFM’s development. After this, the main section Defect Cost Flow Model describes DCFM in detail. The simulation results of several scenarios are analyzed to demonstrate the capabilities of DCFM. Finally, the conclusion section summarizes results and describes what further steps could be in the domain of DCFM.

2. BACKGROUND

2.1 Automotive Software Engineering

The demand for software products in the automotive industry has been exponentially increasing over the last decades, making software engineering one of its critical success factors [16]. The intensive use of electronic control units (ECUs) in vehicles today has already led to an average of 20 ECUs in smaller and even more than 70 ECUs in upper class cars [38]. Complex features with short time to market and minimal engineering costs at very high quality are the challenges to be met. Furthermore, embedded software is subject to domain specific characteristics, especially:

- code efficiency due to limitations of processor and memory resources,
- code portability to support the product line approach for variant handling,
- code understandability and maintainability to enable multiple, distributed engineering teams,
- high availability and reliability to support safety critical applications,
- real-time operation,
- network operation to support distributed systems.

Given these aspects, effort estimation including the effort needed for defect correction already plays a major role in the domain of automotive software engineering.

2.1.1 Process Model

Standardized engineering processes are crucial to continuously improve and adapt to the market’s demands. The engineering process behind the model presented here is based on the V-Model [33], an international standard for developing information technology systems. Inside the automotive industry, the V-Model has been enhanced for decades to reflect the needs for development of high quality failsafe products. It describes different development phases in a software release life cycle focusing on high level system specification and testing, as well as on module implementation and testing. Figure 1 illustrates the V-Model.

![Figure 1 V-Model development phases, based on [33]](image)

The customer’s wishes for product functionality are the starting point of every software release life cycle. New features, changes or removal of existing functionality are handled in the phase requirements engineering (RE) where functions are classified according to specific feature categories, e.g. all configuration options a driver has with his ECU are bundled in a feature called Human Machine Interface (HMI).
The specification of these features is the responsibility of specific engineering teams, i.e. feature domain experts. In the phase design (DE), features are allocated to software components. These components contain software modules building the code base for the software product. The succeeding phase implementation (IM) is responsible for developing the code base with the help of artifacts from RE and DE. The software product we have been working on consists of approximately 50 features, 15 software components and 100 software modules. After every phase RE, DE and IM, all engineering artifacts (requirements, design specs or source code) are subject to phase specific QA measures or reviews respectively.

The V-Model’s right hand side is related to QA measures only, mainly to integration and testing (I&T) based on test specifications from phases RE, DE and IM. Module tests are performed after implementation. These modules are integrated into software components whereas components are integrated into the overall software product in the so called integration phase. Next, the software is integrated into the ECU to perform high level functional tests forming the base for reviews and tests carried out by system engineers. Finally, the product has to pass product acceptance tests by the customer (CU).

2.1.2 Defect Cost Factor
Defect costs can be derived from the rework needed to complete a product. Rework is necessary where released features are corrected because they do not meet their requirements. The amount of rework often is expressed as a number of defects but this only is an indicator for the actual rework spent to fix product requirement deviations. As a single measure it is incapable of quantifying the amount of rework, e.g. a simple defect might be fixed in hours whereas another defect might take days of analyzing and fixing. Furthermore, defects detected in later development phases, e.g. in I&T, resulting in a change in early phases, e.g. RE or DE, are more cost intensive than defects detected in development phases where they are made.

The DCFM uses the potential defect correction effort as one indicator to describe a product’s defect rate. A second indicator, the development effort, is needed as reference value for the DCE to indicate its impact, e.g. 10 hours of DCE for a feature with 1000 hours of development effort represents a low defect rate whereas 10 hours of DCE for a feature with only 5 hours of development indicates a very high defect rate. This leads to the definition of the defect cost factor (DCF) representing DCFM’s indicator for defect rate:

\[ DCF = \frac{\text{defect correction effort}}{\text{development effort}} \]

Where:
- Defect correction effort is the effort used to fix a defective implementation.
- Development effort represents the effort needed for implementation.

This implies, with increasing development effort the potential effort needed for later fixing increases proportionally. We define a DCF for every product feature because features are different in many aspects, e.g. concerning their requirement complexity and volatility, resulting code complexity and finally their testability.

For instance, the probability of creating a defect is lower for implementing parameter changes than for a complex state machine used to realize HMI logic.

2.1.3 Defect Flow Model
Our DCFM is based on the DFM, a measurement system supporting the quantitative evaluation of QA measures in an engineering process [31]. DFM is derived from the orthogonal defect classification concept for process measurements [25]. Its main goal is to provide transparency on phase specific defect rates.

Defects are represented based on where they are created in relation to where they are found. Based on the DFM, analysis for every development phase can be assessed separately to identify phases where QA measures are to be focused on. The DFM uses the number of defects as the indicator for the performance of a development phase.

Figure 2 illustrates a DFM showing DCFM’s phases RE, DE, IM and I&T. It depicts 55 defects made and 40 defects detected in the development phase RE resulting in 15 residual defects after this phase. It is possible that these defects will be detected in later phases, e.g. in phase DE. Finally, phase CU illustrates 33 product defects left, probably detected by the customer.

\[ DCF = \frac{\text{defect correction effort}}{\text{development effort}} \]

Where:
- Defect correction effort is the effort used to fix a defective implementation.
- Development effort represents the effort needed for implementation.

This implies, with increasing development effort the potential effort needed for later fixing increases proportionally. We define a DCF for every product feature because features are different in many aspects, e.g. concerning their requirement complexity and volatility, resulting code complexity and finally their testability.

Figure 2 Defect Flow Model

According to [31] the DFM has proven its capability to monitor and improve quality processes in the domain of software development for automotive applications.

2.2 Bayesian Networks
It is not possible to build a predictive model reflecting the defect cost flow automatically from data because the datasets of required volume and diversity do not exist in practice. Thus, building such models involves combining domain expert knowledge and empirical data. While there are different modeling techniques satisfying this condition, we selected BNs for the following other important advantages: explicit incorporation of uncertainty, ability to reflect causal relationships, intuitiveness through a graphical representation, ability of both forward and backward reasoning, ability to run obtain predictions from incomplete data.

The BN [5], [14], [22] is a probabilistic model, which has two perspectives: graphical and numeric. Graphically, it is a directed acyclic graph consisting of a set of nodes and arcs between pairs of nodes. Numerically, each node is defined as a conditional probability distribution given the states of its parents (immediate predecessors).
Thus in a BN consisting of variables $X_1, \ldots, X_n$, the joint probability distribution is defined as:

$$P(X_1, \ldots, X_n) = \prod_{i=1}^{n} P(X_i \mid \text{parents}(X_i))$$

BN concepts (and the term itself) were introduced in the 1980’s in pioneering work by Pearl [21], [22]. Since then it has now become a well established modeling technique, which has been applied in such diverse fields as: medicine, biology, chemistry, physics, law, management, computer science and other.

BNs in software engineering area have been used mainly for effort and quality prediction. Since very few of them cover similar issues as in our study, we only list most recent BN studies in Table 1. Fenton et al. [10] analyzed how the effectiveness of specification, coding and testing influences the defect potential, inserted and found, respectively. At the end, the model predicts the number of residual defects. However, it assumes that effort required to fix a defect is constant – i.e. that it does not depend on the defect itself. Such an assumption may work only when proportions of different types of defects are constant among multiple projects and components.

Bibi and Stamelos [2] proposed a model for development effort prediction in projects compatible with the Rational Unified Process. In their model effort is estimated at various project stages and for different activities, and then aggregated. This concept seems to be clear and intuitive. However, the authors have not performed any validation and only published a basic topology of the model. Thus, a detailed analysis of their model is difficult.

<table>
<thead>
<tr>
<th>Source</th>
<th>Main problem investigated</th>
<th>Source</th>
<th>Main problem investigated</th>
</tr>
</thead>
<tbody>
<tr>
<td>[38]</td>
<td>change coupling</td>
<td>[6]</td>
<td>maintenance delays</td>
</tr>
<tr>
<td>[27]</td>
<td>effort</td>
<td>[36]</td>
<td>size, effort,</td>
</tr>
<tr>
<td>[30]</td>
<td>effort, productivity</td>
<td>[33]</td>
<td>quality testing process</td>
</tr>
<tr>
<td>[31]</td>
<td>maintainability</td>
<td>[15], [19]</td>
<td>various aspects of software quality</td>
</tr>
</tbody>
</table>

### 3. RESEARCH METHOD

#### 3.1 Statement of the Problem

We created the DCFM based on the guidelines to designing expert systems [36]. Its main application is the support of project managers and process owners on complex decisions related to DCE estimation.

#### 3.1.1 Model Data

We obtained the data for model definition mostly from internal sources within the specific automotive engineering environment. We analyzed data from a completed project and extracted relevant metrics according to the data definition illustrated in Figure 4. Our main data source was the change & defect management (CM) system holding information about the development of artifacts needed to realize a specific part of a feature.

An entry in the CM has one of the following categories:

- **Change entry** describes the development of a newly added, modified or removed requirement. It holds information about the development effort needed for this change.

- **Defect Analysis entry** describes a defect in an existing feature. It stores the information about the analyzing effort, where the defect has been detected (origin phase) and in what phase it has been corrected (correction phase).

- **Defect Correction** describes what changed to solve the defect. It stores information about the correction effort.

Figure 3 illustrates the procedure we used to build the model.
Every CM entry is related to a feature in the requirements management (RM) system. The RM system holds information about the complexity and volatility of a specific feature. The DCE and other model parameters are defined based on these data from CM and RM.

3.1.3 Model Creation and Simulation

Model creation and simulation is a very challenging task because expertise is required in multiple fields. First, a deep understanding of the model’s domain has to be established, software engineering in case of DCFM. Second, the problem under discussion has to be fully understood including its KPIs and how they are related to each other. For DCFM, it means being an expert in the specific automotive work environment able to map process and project data to the problem definition and its KPIs. Finally, statistical know-how is required e.g. to understand the consequences of combining data from various sources and how it affects the success of simulation results. We needed several iterations to design and calibrate the DCFM to fulfill all requirements from the fields above.

Model structure and calibration is based on the automotive engineering process described before. Here, we collected historical and current data according to the project data definition. The DCFM was set up based on this data. Furthermore, domain experts calibrated those parts of the model where no project data was available. To evaluate the model performance, several scenarios were defined to reflect the different aspects of the problem definition. The final structure of the DCFM is based on an iterative refinement with the goal to optimize the performance for all scenarios.

3.1.4 Model Evaluation

The final step creating DCFM has been model evaluation. Due to the novelty of our approach, it was not possible to validate all simulation scenarios. Instead, domain experts analyzed and evaluated the model according to the definition of the problem. The final BN model, including calibration and predefined scenarios, is available for public use from the PROMISE online repository [28].

4. DEFECT COST FLOW MODEL

4.1 Flow of defects

Based on the procedure model from the previous section, there first will be an introduction to the concept behind DCFM. It focuses on the problem definition of assessing every phase of a development process to identify the ideal amount of QA effort spent in each phase. Model data in form of the KPIs of the DCFM and their relations are described in form of a metric definition table where every metric is derived based on a set of questions describing the DCFM’s principal aim, e.g.

- How much development effort is spent?
- How error-prone is the development?
- How much effort is spent on QA measures?
- How effective are these QA measures?
- What is the effort involved for defects shifting from one phase to another?

The DCFM is built as a BN based on these parameters and their relation among each other. Model assessment focuses on the overall amount of effort, development effort and rework as well as on QA effort for the features developed. For final comparison several scenarios are defined where KPIs are varied according to different alternatives regarding the distribution of QA effort over development phases, e.g. one scenario focuses on the elimination of all defects just before customer delivery whereas another scenario focuses the maximum amount of QA effort spent in early phases.

The concept of flowing defects is illustrated in Figure 5. There are four development phases built into DCFM according to the V-Model process definition: RE, DE, IM and I&T. Final phase CU is calculated based on results from its previous phase I&T. For every development phase, the DCE is determined separately based on process specific KPIs. The DCE after QA originating in RE flows to its succeeding phase after it is adjusted by its phase multiplier. This phase multiplier represents the increase of effort if defects are not corrected in the same phase where they are injected. The phase multiplier varies from company to company and depends on people involved over different phases. The more process activities involved, the higher the DCE for defects flowing from one phase to another.

Figure 5 DCFM concept
Similar to the DCE injected in RE, it is handled in phases DE, IM and I&T. For every phase, there is a corresponding DCE flowing from one phase to another, processed based on phase specific KPIs. Details about how this concept is used to build DCFM are shown later in section 4.3.

4.2 Development of costs
The development of costs in DCFM is shown in Figure 6, focusing on the flow of DCE over development phases. Defects are injected in their corresponding phase and detected in later phases. In DCFM, defect correction costs are represented by the DCE. Positive axis illustrates effort spent on defect correction whereas negative axis depicts the reduced DCE after QA measures.

In the DE phase they are adjusted by the phase multiplier for RE to DE where DCFM is calibrated with a value of 4. Following the flow of DCE injected in phase RE, 264 hours are detected by QA measures in phase DE and reduced by 224 to around 40 hours. Further adjusted by the phase multiplier (5 from DE to IM), 198 hours of DCE injected originally in phase RE flow from DE to IM. In phase IM it is much more difficult to detect defects from RE whereby only 43% of DCE are detected. Finally, the DCE flows to phase I&T (adjusted by a phase multiplier of 4) where 455 hours are reduced by 387 hours to a final DCE of 68 hours residing after the last phase and potentially detected by the customer.

Summing up for phase RE, there is an initial DCE of 440 hours leading to an overall of 763 hours resulting from undetected RE defects. In every development phase there is a correspondent DCE to it, either reduced by specific QA measures or flowing to further phases. The DCFM shows that even with very high defect detection rates, for every undetected defect flowing from one phase to another, it causes a multiple of correction effort than either QA measures had prevented the defect from being made or at least these measures had detected it in the same phase where it was injected.

4.3 BN Model
The aim of our model is to identify the ideal amount of effort spent on QA measures per development phase to reduce the overall engineering effort. The identification of KPIs and their relations is the first step in creating such a model. According to our research method, the systematic approach to identify these KPIs is the prior definition of measurement categories. Every measurement category contains a set of specific metrics, actual measures to characterize a category. Measurement categories are defined with the help of questions you might ask to understand the statement of the problem. With the help of these questions it is possible to systematically identify relevant KPIs and characterize the goal of model. Table 2 illustrates the set of questions enabling the identification of all major components of the final model. For every question, a set of metrics is described to quantify it.

The DCFM as BN is depicted schematically in Figure 7. It represents a part of the actual DCFM. The complete BN model can be obtained from the PROMISE online repository [28]. It has four development phases implemented: RE, DE, IM and I&T whereas in the schematic there are only two phases: RE and DE. Figure 7 illustrates the BN as cause and effect chain where nodes represent events and arcs their relation. Calibration nodes are used for setting up the model.

In every phase, there is a specific development effort and defect cost factor resulting in the potential DCE as an indicator for a phase’s error-proneness. These nodes take into account that for specific features, e.g. a simple parameter database, it might not be necessary to put the maximum amount of QA effort into defect detection because its initial defect rates are already very low. Furthermore, not every development phase has the same defect rate. Especially later phases have lower DCFs than e.g. RE or DE.
The defect detection potential enables to define detection rates of QA activities between 0% and 100%. The DCFM uses ranked nodes for their representation with the possibility to define the most relevant values, for a realistic scenario from a project manager’s perspective. Four different ranks are defined:

- **Low** represents a worst case scenario.
- **Medium** is used in an average scenario.
- **High** represents ideal conditions for a scenario.
- **Very High** is used for the best case scenario.

Table 4 illustrates the review effort \( E_R(E_D) \) for every rank from low, medium, high to very high. It is represented as percentage of the development effort \( E_D \), e.g. if 1000 hours are planned for the development of a feature, an \( E_R(E_D) \) of 10% represents 100 hours of additional review effort.

Table 4 Amount of QA effort

<table>
<thead>
<tr>
<th>Rank</th>
<th>( E_R(E_D) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>5%</td>
</tr>
<tr>
<td>Medium</td>
<td>10%</td>
</tr>
<tr>
<td>High</td>
<td>20%</td>
</tr>
<tr>
<td>Very High</td>
<td>40%</td>
</tr>
</tbody>
</table>

Node defect detection potential and amount of QA effort result in defect correction effort reduced. This node defines the possible reduction of DCE for every phase. The corresponding defect detection rates are shown in Table 5 and 6. In every development phase there is a specific detection rate dependant on the amount of QA effort and the defect type, e.g. in Table 5 column D(DE) represents detection rates for the DE phase for defects created in the DE phase itself and defects created in the previous phase RE. Node defect correction effort after QA is a subtraction node to calculate the difference between potential DCE and reduced DCE.
At this point the residing effort flows from phase RE to DE where it is adjusted by the phase multiplier to node defect correction effort (RE) in DE. It represents the increase of effort if defects are not corrected in the same phase where they are injected, e.g. if the design process has to be followed twice due to a defective requirement, it first has to be corrected (this effort cannot be saved) and in addition to that, the design might have to be redone. The phase multiplier varies from company to company and depends on the development process. The more development phases involved, the higher the overall effort needed for fixing these defects. There are different phase multipliers for different development phases dependant on their phase activities. The DCFM uses the phase multipliers illustrated in Table 7.

Table 7 Development phase multipliers

<table>
<thead>
<tr>
<th>RE-&gt;DE</th>
<th>DE-&gt;IM</th>
<th>IM-&gt;I&amp;T</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

For a DCE flowing from RE to DE, a phase multiplier of 4 is taken, leading to an effort multiplication by 4, e.g. if there is a residing DCE of 64 hours is left in phase RE, an effort of 256 hours is needed if it is detected in phase DE. For DCE flowing from DE to IM it is 5 and from IM to the final phase I&T a factor of 4. This results in a worst case DCE multiplication of 80 for defects flowing through all development phases.

In phase DE, the nodes amount of QA effort (RE) in DE and defect detection potential (RE) in DE are different than in phase RE corresponding to the phase specifics, e.g. defect detection potential in phase IM is lower than in RE or DE for defects made in RE or DE because implementation is done according to requirements and design and it is not the task of a programmer to question the meaning of all his requirements nor the interface he uses.

This leads to different defect correction effort reduced (RE) in DE and defect correction effort after QA (RE) in DE in phase DE for defects originating in phase RE. The described pattern is repeated for every succeeding phase resulting in case of DCFM in a four phase model for phases RE, DE, IM and I&T.

4.4 Scenario Results

Following the goal to identify the ideal distribution of QA effort over all development phases (RE, DE, IM and I&T) of the development process under discussion, four scenarios have been defined based on the assumption to develop a complex feature with an estimated development effort of 1000 hours. These scenarios demonstrate the capabilities of the DCFM.

- **S1** is at low QA activities, the worst case scenario considering the development of DCE over all development phases.
- **S2** uses a high amount of QA effort typically used if you consider optimizing single development phase only. The definition of an additional scenario to demonstrate medium (average) QA activities has been left out because it performs similar to this one.
- **S3** has very high QA activities for RE and DE and a high amount for IM and I&T. It is expected to be too cost expensive if you consider every development phase only in its own context.
- **S4** uses very high amount of QA activities on all development phases.

Table 8 gives an overview on the amount of QA effort used for scenarios S1 to S4.

Table 8 Scenario overview

<table>
<thead>
<tr>
<th>Amount of QA effort / phase</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE</td>
<td>Low</td>
<td>High</td>
<td>Very High</td>
<td>Very High</td>
</tr>
<tr>
<td>DE</td>
<td>Low</td>
<td>High</td>
<td>Very High</td>
<td>Very High</td>
</tr>
<tr>
<td>IM</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Very High</td>
</tr>
<tr>
<td>I&amp;T</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Very High</td>
</tr>
</tbody>
</table>

The simulation results are illustrated throughout the following figures in form of a comparison of scenarios for every development phase. All values represent the calculated median of the predicted probability distribution for DCE.

For phase RE, Figure 8 illustrates a constant DCE of 200 hours in all scenarios. In S1, the DCE could only be reduced by 23 hours. S2 reduces the DCE by 150 hours whereas S3 and S4 have the highest DCE reduction of 170 hours due to very high QA activities.
The remaining DCE is shifted from phase RE to DE and adjusted by the phase specific multiplier. The development of DCE is illustrated in Figure 9. All scenarios have an additional DCE of 160 hours caused by defects originating in phase DE. The shifted DCE from RE has increased to 598 hours in S1. In S2, it is 199 hours whereas for S3 and S4 it is 119 hours of remaining DCE. With the corresponding QA effort, the DCE for defects which originated in phase DE could be reduced by 16 hours in S1, 120 hours in S2 and 136 hours in S3 and S4. DCFM assumes for defects originating in RE to have similar detection ratios as have DE defects. Thereby the DCE reduction for RE defects in phase DE is 17 hours in S1, 76 hours in S2 and 52 hours in S3 and S4.

Results for final phase I&T are presented in Table 10 and Figure 11. The DCE for RE defects is 8361 hours in S1, 1462 hours in S2 and 722 hours in S3 and S4. DCFM assumes higher detection rates for RE defects in the final phase I&T. Thus, the reduction of DCE is 851 hours in S1, 1115 hours in S2, 375 hours in S3 and 614 hours in S4. Figure 11 also illustrates the final development of DCE for S1 to S4. It shows that S1 is still having 10 times more of DCE to be done than initially planned. This is when software projects run out of time or out of money and customers get disappointed. S2 has around 2000 hours of DCE left whereas S3 and S4 are at around 1000 hours, most of the rework needed on defects with origin in RE.

For IM and I&T, result illustration and data have been divided into two charts due to the high level of detail. Table 9 and Figure 10 summarize IM results. Focusing only on defects with origin in RE, for Table 9 (column RE) the development of DCE has increased to 2529 hours in S1, in S2 the DCE is still 601 hours whereas S3 and S4 only have 332 hours. The reduction of DCE for defects with origin in RE is shown in column –RE. DCFM assumes low detection rates for RE and DE defects to be found in IM. Thus, the DCE is reduced by 36 hours in S1, 225 hours in S2 and 146 hours in S3 and S4.

Table 10 and Figure 11 summarize the overall results. Initial development effort is 1000 hours for every scenario. Effort spent on QA activities is 50 hours in S1, 200 hours in S2, 320 hours S3 and 400 hours in S4. The overall DCE as part of QA activities is lowest for S1, 1224 hours. In S2 it is 2343 hours and S3 only has 1328 hours whereas S4 has 1608 hours. The DCE residing in the product after development is 9771 hours in S1, 528 hours in S2, 457 hours in S3 and 177 hours in S4. Finally, the overall simulation results expect S1 to need 12045 hours to develop a product initially planned at 1000 hours. S2 at 4071 hours of overall effort still consumes 3 times the amount of effort than planned. S3 has an estimated effort of 3105 hours close to S4 at 3185 hours.
Considering the overall amount of engineering effort it is still cheaper to invest in QA activities close to a maximum level than in optimizing effort spent for QA. Especially QA activities in early phases pay off because longer process iterations involve more process activities and therefore more effort.

5. CONCLUSION
For the engineering process under discussion the DCFM predicts the lowest DCE for a maximum of effort spent on QA measures in early development phases whereas later phases are predicted to have it benefit cost optimized. Typical cost benefit optimization strategies regarding the optimal effort spent on quality measures tend to optimize locally, e.g. every development phase is optimized separately in its own domain. In contrast to this we demonstrated that even cost intensive quality measures pay off when the overall DCE of specific features is considered.

The ideal amount of QA effort depends on DCE injected, whereas DCE itself is based on development effort and its corresponding DCF for the feature to be developed. Furthermore it depends on the people involved per development phase. The more people involved in the rework of an engineering artifact, the higher the overall DCE.

The overview on the influence of all KPIs of a software product is very complex. With DCFM project managers could not only monitor the current situation of a project but also estimate project behavior under given circumstances, e.g. project rescheduling or process optimization. Furthermore, DCFM could support higher process maturity levels, e.g. the Capability Maturity Model Integrated (CMMI) [29], a process improvement approach also used as reference for appraising a company’s engineering processes.

The next step towards higher effort estimation performance and therefore better software projects in time, quality and costs is the establishment of our method as part of the continuous improvement process. One major part of it is the establishment of a long term measurement framework. Based on this data, we could further enhance our models and thereby provide decision support to process optimization and project estimation.
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